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Description 
Opinion Mining and Sentiment Analysis (OMSA) are crucial for determining opinion trends and attitudes about               
commercial products, companies reputation management, brand monitoring, or to track attitudes by mining             
social media, etc. Furthermore, given the explosion of information produced and shared via the Internet,               
especially in social media, it is simply not possible to keep up with the constant flow of new information by                    
manual methods (Fernandez de Landa et al. 2019). 
 
Early approaches to OMSA were based on document classification, where the task was to determine the polarity                 
(positive, negative, neutral) of a given document or review (Pang 2008, Liu 2012). A well known benchmark for                  
polarity classification at document level is that of (Pang et al. 2002). Later on, a finer-grained OMSA was                  
deemed necessary (Pontiki et al. 2016, Agerri and Rigau 2018). This was motivated by the fact that in a given                    
review more than one opinion about a variety of aspects or attributes of a given product is usually conveyed.                   
Thus, Aspect Based Sentiment Analysis (ABSA) was defined as a task which consisted of identifying several                
components of a given opinion: the opinion holder, the target, the opinion expression (the textual expression                
conveying polarity) and the aspects or features. Aspects are mostly domain-dependent. In restaurant reviews,              
relevant aspects would include "food quality, price, service, restaurant ambience'', etc. Similarly, if the reviews               
were about consumer electronics such as laptops, then aspects would include "size'', "battery life'', "hard drive                
capacity'', etc. 
 
In the review shown below there are three different opinions about two different aspects (categories) of the                 
restaurant, namely, the first two opinions are about the quality of the food and the third one about the general                    
ambience of the place. Furthermore, there are just two opinion targets because the target of the third opinion, the                   
restaurant itself, remains implicit. Finally, each aspect is assigned a polarity; in this case all three opinion                 
aspects are negative. 
 

 
 
The identification of each aspect for three opinions is modeled as different NLP tasks. Each of these tasks are                   
highly dependent on the domain (restaurant reviews, sports, politics) and text genre (social media, newspaper               
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articles, etc.). This means that usually there is not training data available for many domains and language. This                  
issue is particularly true of low resource languages such as Basque, but also for other languages such as Spanish. 

Objectives 
The candidate may choose between the following objectives: 
 

1. New characterization of the Aspect Based Opinion Mining task. 
2. Addressing implicit opinion targets. 
3. Experiment with new transfer learning approaches for Opinion Mining in low resource languages 

(Basque). 
4. Experiment with new dynamic, contextual word embeddings (Flair, Elmo, BERT, etc.) for multilingual 

opinion mining. 
5. Semi-automatic generation of training data for domain and low-resourced languages. 

 
The master thesis in Basque, English or Spanish. 

Tasks and Plan 
 

● December-January: Start of the project, defining the objectives and tasks. 
● February: Start experiments. Optionally, it is recommended for the candidates to attend the "Seminar 

on language technologies. Deep  Learning (LAP 18). https://ixa.si.ehu.es/master/programa_html  
● March-May: Experiments and final development. 
● June: Writing up. 
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